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Other literature are mentioned with arXiv ref attached, as we proceed.
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Figure: Song and Ermon (2020). See arXiv:1907.05600
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Figure: Song and Ermon (2020). See arXiv:1907.05600
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A mathematical introduction

Consider x1, ..., xn drawn from p0(Rd) where d >> n and p0 unknown.
Ultimate aim: know more about p0 and be able to draw from a similar
distribution.

Figure: Song et al. (2021).
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Whiteboard: further introduction

A factory-like concept: (D,Methods) 7→ p̃0
Guarantee from the theory: if D drawn from p0, with Anderson (1982)
and LLN, p̃0 −→ p0 as |D| → ∞
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Whiteboard: Practical implementation (Forward)

Forward SDE:

p̂0(x1(0), ..., xn(0)) 7→ p̂T (x1(T ), ..., xn(T ))

Design the method such that p̂(x(T )|x(0)) ≈ N(0, I ), e.g. Song et al.
(2021, p.16)
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Whiteboard: Practical implementation (Backward)

Then for a desired number of samples m, draw iid samples
y1(T ), ..., ym(T ) ∼ N(0, I )
and get iid y1(0), ..., ym(0) ∼ p̃0

Utilise the design to facilitate backward SDE such that

p̂T (y1(T ), ..., ym(T )) 7→ p̃0(y1(0), ..., ym(0))
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Key takeaways

Reverse SDE (Anderson 1982)
More about p(x(t)|x(0)) (Sarkka and Solin 2019)
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Whiteboard: Definition of reverse SDE

’Reverse white-noise’
Meaning of reverse-time Ito equation
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Anderson Theorem in the context of scalar g : [0,T ]→ R

Consider forward Ito

dx = f (x , t)dt + g(x , t)dw

Figure: Anderson (1982)
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Key desire

We want

dx = [f (x , t)− g(t)2∇x log(pt(x))]dt + g(t)dw

All we need now is
∇x log(pt(x))

Alternative: ∇x log(p(x(t)|x(0)))
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Whiteboard: more about p(x(t)|x(0))
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Handover slide

Figure: Handover
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Training Objective

Goal: Estimate ∇x(t) log pt(x(t)) using a neural network sθ(x(t), t)

Train a score-based model sθ(x(t), t) by minimising:

θ∗ = argmin
θ

Et

{
λ(t)Ex(0)Ex(t)|x(0)

[ ∥∥sθ(x(t), t)−∇x(t)log p0t(x(t)|x(0))
∥∥2

2

]}
where λ : [0,T ]→ R>0

With sufficient data and model capacity: sθ∗(x(t), t)→ ∇x(t) log pt(x(t))
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How to choose λ(t)?

In this paper: empirical choice λ(t) ∝ 1/E[‖∇x log p0t(x(t)|x(0))‖22]

In the follow-up paper: λ(t) = g(t)2



Introduction (PRY) SDE Theory and Probabilities (PRY) Applications (GB)

DEMO

Model a simple 2D synthetic distribution: equal mixture of 4 Gaussians
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DEMO

VE SDE:

dx = σ(t)dw

where σ(t) = σmin(
σmax

σmin
)t
√

2 log (σmax

σmin
), t ∈ (ε, 1]

σmin = 0.01 & σmax = 3.5

Perturbation kernel :

p0t(x(t)|x(0)) = N (x(t); x(0), σ2
min

(σmax

σmin

)2t
I)

“Prior” Distribution: px(1)(x(1)) ' N (0, σ2
maxI)
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Future Work

Further exploration of the applications of score-based modeling in:
Inverse problems, e.g. p(y |x)
Finance applications, e.g. p(Rd) with large d and large high-order
momentums
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