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Plan and Remarks about the talk

Initial Remarks

Thanks for coming.
Good to be back in person and in Oxford.
Some maths will be noted on the whiteboard. Same information are
available on the slides (Appendix) and the paper.
This talk contains ongoing works. Currently revising the paper with
focus on Empirical / Financial Time Series. (See the bibliography
page for existing papers / pre-prints)

Many extensions are still Work-In-Progress. Do get in touch if you’re
interested to collaborate.
It will be great to have feedbacks during the talk and at the end!
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Plan and Remarks about the talk

Plan of today’s talk

1 Initial Empirical Investigation
Data: VIX, Yield, Asset Returns
Financial evaluations on standard models
This motivates the theoretical thoughts.

2 Motivation and Thoughts on Modern Time Series
Adaptive Learning: Theory and Algorithm
Loss functions specifications

3 Results
Overall performance
Dynamic Asset Allocation

4 Further Extensions
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Plan and Remarks about the talk

Highlights: Methodology
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Plan and Remarks about the talk

Highlights: Financial Applications

Parley Ruogu Yang (https://parleyyang.github.io/ Faculty of Mathematics, University of Cambridge & Department of Statistics, London School of Economics and Political Science )Adaptive Learning on Time Series: Method and Financial Applications 5 / 45

https://parleyyang.github.io/
https://parleyyang.github.io/


Plan and Remarks about the talk

Contents

1 Plan and Remarks about the talk

2 Introduction

3 Data & Fixed Models

4 Adaptive Learning in theory

5 Results

6 Conclusion and Further Extensions

7 Appendix
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Introduction

Return calculation

Let pAt be the price of asset A at time t, define k-days ahead return as

rAt:(t+k) = log(pAt+k)− log(pAt ) (1)

Remarks:
rAt:(t+k) is only known after time t + k . When k and A are fixed, we
write yt+k := rAt:(t+k)

The choices of A are:
SP500 index
CBOE VIX index (note this is not usually tradable)
NASDAQ100 index
DJIA30 index
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Introduction

Illustrations: Baseline Cumulative Returns

Figure: SP500 single-index long-only strategy and Equally-weighted strategies
across 3 or 4 indices
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Introduction

Key problems: selection and combinations

For a given (k,A), our target variable is

yt = rA(t−k):t = log(pAt )− log(pAt−k)

Note that for each pair (k,A), yt is defined differently.
We want to forecast yt+k at time t.
Later on, we use Adaptive Learning (AL) to address the problem of
dynamic model selection (DMS) and forecast combinations
(Ensemble).
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Introduction

Key problems: evaluation and decision

The goodness of forecast is assessed by
Statistical metrics: MSE and Percentage Correct (PC) of sign
predictions
Financial statistics (Sharpe Ratio, Annualised Returns, and Max
Drawdown) from the induced trading strategy: at time t, hold wt of
asset A where

wA
t :=

1
k

k−1∑
j=0

(1[ŷA
t+k−j|t−j > 0]− 1[ŷA

t+k−j|t−j < 0]) (2)

Induced decisions on asset allocation
Which k to use / what portion to allocate?
What portion to allocate amongst A?
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Data & Fixed Models

Data Information

Daily frequency of asset prices / interest rates
Data Range: Start of Year 2013 to End of Year 2021
Evaluation Period: 1st August 2014 to End of Year 2021
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Data & Fixed Models

Illustrations: Curves

Figure: Pair of VIX and Yield Curves on a normal-day
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Data & Fixed Models

Motivation towards curve slopes

Figure: Pair of VIX and Yield Curves on the day before the first triggering of
circuit breaker since 1997

The trading day right before the ’Black Monday’ in 2020, when a
trading curb was triggered due to the global pandemic and its
implications.
Animated charts during those period are available at
https://optimalportfolio.github.io/subpages/Videos.html
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Data & Fixed Models

Term structures: intro

At any time t, we have J futures: {(pt,j ,mt,j) : j ∈ [J]} where pt,j
indicates the price of future with maturity mt,j . Run regression

pt,j = αt + βtmt,j + εt,j εt,j ∼ N(0, σ2
t ) ∀j ∈ [J] (3)

βt is known as the slope of the curve.
Appendix: Data information
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Data & Fixed Models

Illustrations: Full Sample Series
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Data & Fixed Models

Fixed Model Class (MC)

We do rolling forecast on a w -windowed dataset.
Class 1: AR(p) on returns

yt = α +

p∑
j=1

φjyt−j + εt (4)

Note AR(0) means a constant model.
Class 2: lagged linear regression with slope or spread (denoted st at
time t)

yt = α + βst−k + εt (5)

Class 3: lagged linear regression with a pair of short-long rates
(denoted (shortt , longt) at time t)

yt = α + β1shortt−k + β2longt−k + εt (6)
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Data & Fixed Models

Fixed Model Results: Statistical vs Financial

Figure: Best Models by MSE (top) and SR (bottom)
Parley Ruogu Yang (https://parleyyang.github.io/ Faculty of Mathematics, University of Cambridge & Department of Statistics, London School of Economics and Political Science )Adaptive Learning on Time Series: Method and Financial Applications 17 / 45

https://parleyyang.github.io/
https://parleyyang.github.io/


Data & Fixed Models

AR(0, 252) model: failed to perform in returns compared to
various alternatives
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Data & Fixed Models

Section conclusion

A taste of the data / EDA
Divergence of results between different metrics
AR(0) with window size 252 is commonly recognised as a ’good model’
in terms of MSE, while others outperform in financial metrics

‘A posteriori‘ type of evaluation method — not so valid in TS or
Statistical Learning

Later on we consider dynamic evaluation, by engaging with asset
allocation.

A financial note: VIX index is not usually tradable. Practically one
trades VIX futures. No trading frictions are considered.
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Adaptive Learning in theory

Background: Statistical Learning

See whiteboard / appendix
Appendix: Background: Statistical Learning
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Adaptive Learning in theory

Background: Time Series in a Statistical Learning context

Time-varying distributions: Pt
Y |X 6= Pt−1

Y |X
Motivates DMS to select model dynamically over time.

Best model not computable, often due to information restriction:
g reg /∈ G

Motivates Ensemble of various ’top’ models.
Evaluation metrics of Financial Time Series

‘User-algorithm interaction’ of loss formation and model choice.
Further potential extensions to Automated Statistician / Automated
TS Analyst.
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Adaptive Learning in theory

Background: The value of forecasting

See whiteboard / appendix
Appendix: Background: The value of forecasting
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Adaptive Learning in theory

Definition of AL via a computing graph
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Adaptive Learning in theory

Algorithmic Example 1: Dynamic Model Selection
(HAL = H)

Mathematical definition & implementation:
see whiteboard / appendix
Appendix: Definition of AL Appendix: Implementation

Figure: Dynamic Model Selection
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Adaptive Learning in theory

Algorithmic Example 2: Ensemble (HAL = ∆(N))

Figure: Ensemble
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Results

Summary of Results: MSE normalised to AR0

Appendix: MSE without normalisation

Figure: Best Models by MSE
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Results

Summary of Results: Sharpe Ratio

Figure: Best Models by Sharpe Ratio
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Results

Summary of Results: Max Drawdown

Figure: Best Models by MDD
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Results

Extension to asset allocation: Dynamic Asset Allocation

Algorithmic definition:
see whiteboard / appendix
Appendix: Algorithmic Definition of Dynamic Asset Allocation

ANR SR MDD

3 indices Long-Only 0.145 0.759 -0.268
SP500 Long-Only 0.129 0.700 -0.293
VIX AL-DAA 0.594 0.611 -0.349
SP500+VIX AL-DAA 0.302 0.593 -0.292
SP500+VIX AL-DAA-Uncapped 0.412 0.578 -0.334
4 indices AL-DAA 0.158 0.551 -0.235
4 indices AL-DAA-Uncapped 0.229 0.444 -0.297

Table: Summary of Results
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Results

Illustrations: Cumulative Returns
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Results

Illustrations: Cumulative Returns compared to Restricted
Learnings

Reminder: the unrestricted model space refers to the one that uses all
classes of functions, whereas the restricted model space considers only
autoregressive models.
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Results

Interpretability: Tracing back

Figure: Quarterly-evaluated allocation decision on 4 indices (AL-DAA-Uncapped)
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Conclusion and Further Extensions

Key summaries

1 Empirical observations about financial time series:
Constant models can perform best by MSE, but these models perform
badly in financial metrics.
The opposite is true of more complex specifications with meaning
variables.
Yield Curve and VIX Curve has improved forecasting performance,
especially in financial applications.

2 Reflections on time series methodologies and AL as one step to solve
it:

AL addresses the problem of DMS and implementation of Ensemble in
time series. Empirically it achieves good financial performance in a
dynamic asset allocation framework.
Interpretable model selection and asset allocation frameworks.
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Conclusion and Further Extensions

Extension: Statistical and Financial

Statistical:
Redesign loss function, e.g. ` = `PC .
Inference (e.g. distribution and testing) on selected functions and
variables over time (see Yang (2021) for some possible ideas)
Using Neural Networks (Multi-layer Perceptron or Recurrent Layers) for
non-linear learnings

Financial:
Signal / cross-asset strategies
Interval estimation, use of smooth function instead of sgn() functions
for strategies
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Appendix
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Appendix

Notations

[N] := {1, 2, ...,N − 1,N}
yt+k is the observed value of Y at time t + k

yt+k|t = E[Yt+k |Ωt , θt(h), h] is the forecast conditional on true
parameter θt(h) with model h
ŷt+k|t = E[Yt+k |Ωt , θ̂t(h,Ξh,i ,Ωt), h] is the forecast made upon
estimated parameter θ̂t(h,Ξh,i ,Ωt)
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Appendix

Term structures: remarks

In the case of Yield Curve (YC), we have J = 11, whereas in the case
of VIX Curve (VC), we have J = 8.
The data we have are:

YC: one month, three months, six months, one year, two years, three
years, five years, seven years, ten years, twenty years, and thirty years.
These are obtained from Fed St Louis.
VC: Spot, one month, two months, ... , seven months. These are
obtained from CBOE.
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Appendix

Background: Statistical Learning

y , x ∼ PY ,X with unknown distribution PY ,X = PX × PY |X

Learning Machine capable of implementing G ⊂ {f : X→ R}
L(y , ŷ) the loss, and risk

R(g) = EX ,Y [L(Y , f (X ))]

Risk minimisation g∗ = argming∈G R(g)

Regression g reg (x) := E[Y |X = x ] ∀x ∈ X
Well-known theorem: (e.g. Vapnik 1997)
if L = LMSE and g reg ∈ G, then g reg = g∗
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Appendix

Background: The value of forecasting

Forecast error decomposition:

yt+k − ŷt+k|t = (yt+k|t − ŷt+k|t) + (yt+k − yt+k|t)

Example: AR(1)
Yt+1 = c + φYt + εt+1
yt+1 − ŷt+1|t = (c − ĉt) + (φ− φ̂t)yt + εt+1

Notice, at time t, you can draw ŷt|t−1, ŷt|t−2, ..., ŷt|t−k
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Appendix

Definition of AL (introductory)

An estimation technique Ξh,i : Θ(h)× Ωt 7→ θ̂t(h)

E.g. Windowed OLS
A learning function ` that takes past forecasts and other information
and return a real number

E.g. `MSE

Further extensions: Financial metrics, e.g. induced Sharpe Ratio.

A finite set of model specifications H.
A set of AL models HAL ⊇ H.
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Appendix

Definition of AL (main)

Fix t, k . An AL specification is a quadruple (`,HAL,H, {Ξh,i}i∈I (h),h∈H)
such that, at time t:

1 The set of functional specifications for AL, denoted HAL, should
enable the AL forecasts to be adapted to the constituent models:
HAL ⊇ H

2 ∀h ∈ H, I (h) 6= ∅ and ∀i ∈ I (h), Ξh,i : Θ(h)× Ωt 7→ θ̂t(h) is
well-defined.

3 ∀h ∈ H, ∀i ∈ I (h), ∀k̃ ∈ [k], the forecast ŷt+k̃|t(h,Ξh,i ) is
well-defined.

4 Upon evaluating ` with the relevant information, ŷt+k|t(h
AL
t ) and

hALt ∈ HAL are the outputs.
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Appendix

Loss functions

Consider a v -sized window up to time t, {yτ}tτ=t−v+1, and a given pair
(h,Ξh,i ). Based on the third condition in the definition of AL, we have
ŷτ |τ−k̃ for all τ ∈ {t − v − k + 1, ..., t − 1, t} and k̃ ∈ [k]. Define
1k := (1, 1, ..., 1, 1) ∈ Rk and
ŷτ+k|τ := (ŷτ+k|τ+k−1, ŷτ+k|τ+k−2, ..., ŷτ+k|τ ) ∈ Rk . Now, define the
formulations of ` as below:

`Norm, single-valued(h,Ξh,i ;λ, p) :=
t∑

τ=t−v+1

λt−τ |ŷτ |τ−k − yτ |p (7)

`Norm, multi-valued(h,Ξh,i ;λ, p) :=
t∑

τ=t−v+1

λt−τ ||ŷτ |τ−k − yτ1k ||pp (8)
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Appendix

Implementation: Parameters

Model space: two choices
H = {MC1} =
{AR(w , p) : w ∈ {22, 44, 63, 126, 252}, p ∈ {0, 1, ..., 5}}
We call this "Restricted Learning"
H = {MC1} ∪ {MC2} ∪ {MC3}
We call this "Unrestricted Learning"

Parameter space:
λ ∈ {0.8, 0.9, 0.95, 0.96, 0.97, 0.98, 0.99, 1}
p ∈ {1, 1.5, 2}
v = 100, v0 = 50
K = 5

Back to Results
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Appendix

Summary of Results: MSE

Figure: Best Models by MSE, 10,000 times.

Back to Results
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Appendix

Algorithmic Definition of Dynamic Asset Allocation

In plain language:
Period: 1 October 2015 to 31 December 2021
Review: we review the allocation at the start of the quarter
Output: An averaged holding of N = K × |A| strategies.
Capped: each index is capped to an equal-weighted limit, e.g. the
weights for any index in a 4-index basket would be 0.25.
Uncapped: no limit for any index in the basket.

Algorithmically:
At all time t, we have {wk,A

t (l) : k ∈ [K ],A ∈ A, l ∈ L}
Consider quarter-evaluation dates {qj}Jj=1. At each t = tqj , we obtain
the Sharpe Ratio of each strategy during the immediate
one-year-behind window. Noted Sj := {Sk,A

j (l) : k ∈ [K ],A ∈ A, l ∈ L}
Uncapped: select the top N candidates in accordance with their Sj .
Capped: for all A ∈ A, consider SAj := {Sk,A

j (l) : k ∈ [K ], l ∈ L}.
Rank and select the top K candidates in accordance with their SAj ,
repeat this for all A ∈ A. Average the holdings across all A at the end.
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