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Interests

Statistics
Time Series Forecasting
Interpretable Statistical Machine Learning
Application to Portfolio Management

Mathematics
Functional Analysis
Mathematics of Machine Learning
History of Mathematics

Economics
Modern Economic and Political History
Monetary Economics
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What this talk is about

A special appreciation on the mathematical development of
space and dimensionality
A number of research topics or literature I have engaged with.
Some new methods and / or inference on time series:

Adaptive time series statistical methods
Big-data algorithms for time series analysis

Some interesting applications:
Climate Statistics
Social Statistics
Macroeconomic Analytics
Financial Time Series
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Plan

Space and
Dimensionality

Frequentist
Statistics

Bayesian Statistics

Statistical
Learning
Theory
(SLT)

SLT in Time Series

Adaptive Learning
methods and financial examples

High Dimensional Analysis:
VECM asymptotics

High Dimensional Prediction:
SSA
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Be minded

I will be using whiteboard (on the iPad)
Questions and discussions are encouraged during the talk, try
not to leave it at the end.
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Background

Space and Dimensionality: a historical perspective
The Practice of Statistician: Bayesian vs Frequentist
Statistical Learning Theory: an introduction and in a time
series setting
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Space and Dimensionality: a historical perspective

From Euclid to Hilbert: from N to RN

Figure: Euclid, Descrates, Riesz, and Hilbert
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Frequentist vs Bayesian

Ronald Fisher (1925): sufficiency, efficiency, Fisher
information, maximum likelihood theory

θ̂(D) = argmax
θ∈Θ

l(D; θ), θ̂(D) ∼?

Thomas Bayes (1760s) and followers:

πpost(θ|D) ∝ l(D|θ)πpri (θ)

Applications include BIC (Schwarz 1978) and various Bayesian
Machine Learning topics
Reference: Efron and Hastie (2016, Ch.13 & Epilogue)
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Frequentist vs Bayesian
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Statistical Learning Theory in a snapshot

Input space X and output space Y, often X = Rp and Y = R
Random Variables X ∈ X, Y ∈ Y
Decision function h : X → Y
Loss function l : Y× Y → R
Risks R(h) = E[l(h(X ),Y )]

Risk-minimisation: given a (large) set H, find argminh∈H R(h)

Observation: squared loss =⇒ regression
Remark 1: sometimes X ⊊ Rp and more recently dim(X) = ∞
may also be analysed
Remark 2: empirical risks R̂(h) = N−1 ∑

i∈[N] l(h(Xi ),Yi )
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Statistical Learning Theory in time series

For non-time-series, (X ,Y ) ∼ PX ,Y = PY |X × PX

In time series, we have (Xt ,Yt) ∼ Pt
X ,Y = Pt

Y |X × Pt
X

Forecasting: we try to learn Yt+k |(Xt ,Yt), (Xt−1,Yt), ...

Remark 3: stationarity — a frequentist’s concern
Remark 4: more on k and the case of financial applications
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Some relevant literature: change-point studies

See whiteboard for maths demonstration.
Reference: Baranowski, Chen, and Fryzlewicz (2019)
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Examples (Baranowski, Chen, & Fryzlewicz, 2019)

Example 1: London borough-level house price changes

Example 2: Global surface temperature anomalies
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Stationarity and feature transformation problems



Initial Remarks Background Adaptive Learning High Dimensional Time Series References

Pausing for any questions / discussions
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Motivation for Adaptive Learning: selection over time

A financial example: https://optimalportfolio.github.io/subpages/Videos.html

Problems at time t:
Temporary selection of variables and models
Temporary selection of estimation method
Temporary selection of forecasting method (out-of-sample)

https://optimalportfolio.github.io/subpages/Videos.html
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Illustration of data utilised in Yang and Lucas (2022)
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Method by computing graph
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Algorithms as per Yang and Lucas (2022)



Initial Remarks Background Adaptive Learning High Dimensional Time Series References

Result: Macroeconomic Analytics (Yang, 2020)
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Result: Learning with regularisation over time (Yang, 2021)
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Result: Financial Time Series — Portfolio Management
(Yang & Lucas, 2022)
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Portfolio Management zoomed into 2020 Q1 and Q2
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Result: Financial Time Series — Model Analytics (Yang &
Lucas, 2022)
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More on loss functions

Generalised notion of aggregated loss over time (Yang &
Lucas, 2022)

ℓ(h,Ξh,i ;λ, p) :=
t∑

τ=t−v+1

λt−τ ||ŷτ |τ−k − yτ1k ||pp (1)

Functional awards and penalties (Yang, 2021)

ℓtotal(h, ...,H \ {h}) = R̂(h, ...) + D(h, h∗t−1) (2)

Call for further analysis (asymtptoics, inference, etc) on these
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Pausing for any questions / discussions
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Motivation in a VECM flavour

Figure: 2-dimensional cointegration
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Figure: high-dimensional cointegration

Problem ’statement’: let Yt ∈ Rm. Given

∆Yt = ΠYt−1 +
∑
i∈[p]

Bi∆Yt−i + εt (3)

’Understand’ r := rank(Π)
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Interactive question

Why ’Understand’ but not ’Estimate’?
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Bayesian and Frequentist Approaches

Bayesian approach

πpost(θ−, r |D) ∝l(D|θ−, r)πpri ,1(θ−|r)πpri ,2(r) (4)
π∗(r |D) ∝l∗(D|r)πpri ,2(r) (5)

l∗(D|r) =
∫

l(D|θ−, r)πpri ,1(θ−|r)dθ− (6)

References: Villani (2005) and Koop, Leon-Gonzalez, and
Strachan (2011) for extension on dynamic VECM.
Frequentist approach

R̂ = argmin
R∈UT (m)

∑
t∈[T ]

||et ||22 +
∑
k∈[m]

λ

µ̃γ
k

||R(k, ·)||2 (7)

r̂ =rank(R̂) (8)

References: Liang and Schienle (2019) and very recently Chen
and Schienle (2022).
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Modern asymptotics on VECM

Figure: Classical asymptotics: T → ∞
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Figure: Big Data asymptotics: T → ∞ while m = O(T )
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Another aspect of big data: Singular Spectrum Analysis
(Agarwal, Alomar, & Shah, 2022)
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More on the future

Hilbert space machine learning
Idea (could be sketchy):
from

argmin
β∈Rm

R̂(β) + λ||β||

to Reproducible Kernel Hilbert Space optimisation

h∗ = argmin
h∈H

R̂(h) + Ω(h)

and generalised notions of loss design

argmin
R̂∈R

R(h∗(R̂))
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The End

Space and
Dimensionality

Frequentist
Statistics

Bayesian Statistics

Statistical
Learning
Theory
(SLT)

SLT in Time Series

Adaptive Learning
methods and financial examples

High Dimensional Analysis:
VECM asymptotics

High Dimensional Prediction:
SSA
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Thank You
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